
JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05701) WEB TECHNOLOGIES 
 

UNIT I 

Introduction to Web Technologies: Introduction to Web servers like Apache 1.1,IIS XAMPP(Bundle 

Server), WAMP(Bundle Server),Handling HTTP Request and Response ,installations of above 
servers.  

 

UNIT II Introduction to PHP: The problem with other Technologies (Servelets and JSP), 

Downloading, installing, configuring PHP, Programming in a Web environment and The anatomy of 
a PHP Page. 

 

UNIT III 
Overview of PHP Data types and Concepts:  Variables and data types, Operators, Expressions and 

Statements, Strings, Arrays and Functions. 

  

UNIT IV 
Overview of Classes, Objects, and Interfaces: Creating instances using Constructors, Controlling 

access to class members, Extending classes, Abstract classes and methods, using interfaces, Using 

class destructors,  File  Handling and Using Exceptions. 
 

UNIT V 
PHP Advanced Concepts: Using Cookies, Using HTTP Headers, Using Sessions, Authenticating 
users, Using Environment and Configuration variables, Working with Date and Time. 

 

UNIT VII 

Creating and Using Forms: Understanding Common Form Issues, GET vs. POST, Validating form 
input, Working with multiple forms, and Preventing Multiple Submissions of a form. 

 

UNIT VII 
PHP and Database Access:  Basic Database Concepts, Connecting to a MYSQL database, Retrieving 

and Displaying results, Modifying, Updating and Deleting data.  MVC architecture. 

 

UNIT VIII 

PHP and Other Web Technologies: PHP and XML, PHP and AJAX 

 

TEXT BOOKS:  
1. Beginning PHP and MySQL, 3

rd
 Edition , Jason Gilmore, Apress Publications (Dream tech.). 

2. PHP 5 Recipes A problem Solution Approach Lee Babin, Nathan A Good, Frank M.Kromann and 

Jon Stephens. 

 

REFERENCES:  

1. Open Source Web Development with LAMP using Linux, Apache, MySQL, Perl and PHP, J.Lee 

and B.Ware(Addison Wesley) Pearson Education. 
2. PHP 6 Fast and Easy Web Development, Julie Meloni and Matt Telles, Cengage Learning 

Publications. 

3. PHP 5.1, I. Bayross and S.Shah, The X Team, SPD. 
4. PHP and MySQL by Example, E.Quigley, Prentice Hall(Pearson). 

5. PHP Programming solutions, V.Vaswani, TMH. 

 
 

 

 

 

 

 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05702) SOFTWARE TESTING 

(Common to CSE, IT) 

UNIT I 

Introduction:  Purpose of testing, Dichotomies, model for testing, consequences of bugs, taxonomy of 

bugs. 
 

UNIT II 

Flow graphs and Path testing:  Basics concepts of path testing, predicates, path predicates and 

Achievable paths, path sensitizing, path instrumentation,  application of path testing. 
  

UNIT III 

Transaction Flow Testing: transaction flows, transaction flow testing techniques. Dataflow testing:  

Basics of dataflow testing, strategies in dataflow testing, application of dataflow testing. 

  

UNIT IV 

Domain Testing: domains and paths, Nice & ugly domains, domain testing, domains and interfaces 
testing, domain and interface testing, domains and testability. 

 

UNIT V 
Paths, Path products and Regular expressions:  path products & path expression, reduction Procedure, 

applications, regular expressions & flow anomaly detection. 

  

UNIT VI 
Logic Based Testing:  overview, decision tables, path expressions, kv charts, specifications. 
 

UNIT VII  
State, State Graphs and Transition testing:  state graphs, good & bad  state graphs, state testing, 

Testability tips. 

 

UNIT VIII 

Graph Matrices and Application: Motivational overview, matrix of graph, relations, power of a 

matrix, node reduction algorithm, building tools. (Student should be given an exposure to a tool like 
JMeter or Win-runner). 

 

TEXT BOOKS: 

1. Software Testing techniques, Boris Beizer, Dreamtech, Second Edition. 
2. Software Testing Tools, Dr.K.V.K.K.Prasad, Dreamtech. 

 

REFERENCES: 
1. The craft of software testing - Brian Marick, Pearson Education. 

2. Software Testing, Third Edition, P.C.Jorgensen, Aurbach Publications (Dist.by SPD). 

3. Software Testing, N.Chauhan, Oxford University Press. 

4. Introduction to Software Testing, P.Ammann and J.Offutt, Cambridge Univ. Press. 
5. Effective methods of Software Testing, Perry, John Wiley, Second Edition, 1999. 

6. Software Testing Concepts and Tools, P.Nageswara Rao, Dreamtech Press. 

7. Software Testing, M.G.Limaye, TMH. 
8. Software Testing, Desikan, G.Ramesh, Pearson. 

9. Foundations of Software Testing, D.Graham and Others, Cengage Learning. 

10. Foundations of Software Testing, A.P.Mathur, Pearson. 
 

 

 

 
 

 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech IV-I Sem. (C.S.E) 

(9AHS401) MANAGERIAL ECONOMICS & FINANCIAL ANALYSIS 

(Common to CSE, CSSE, IT) 

 

UNIT I: INTRODUCTION TO MANAGERIAL ECONOMICS 

Definition, nature and scope of managerial economics- relation with other disciplines- Demand 
Analysis: Demand Determinants, Law of Demand and its exceptions 
 

UNIT II: ELASTICITY OF DEMAND 

Definition, Types, Measurement and Significance of Elasticity of Demand. Demand forecasting, 

factors governing demand forecasting, methods of demand forecasting            (Survey methods, 

Statistical methods, Expert opinion method, Test marketing, Controlled experiments, Judgmental 
approach to Demand Forecasting) 
 

UNIT III :THEORY OF PRODUCTION  AND COST ANALYSIS 
Production Function – Isoquants and Isocosts, MRTS, least cost combination of inputs, Cobb-Douglas 

production function, laws of returns, internal and external economies of scale. 

Cost Analysis: Cost concepts, opportunity cost, fixed Vs variable costs, explicit costs Vs Implicit 
costs, out of pocket costs Vs Imputed costs. Break-Even Analysis (BEA) - Determination of Break 

Even Point (Simple Problems)- Managerial significance and limitations of BEA. 
 

UNIT IV: INTRODUCTION TO MARKETS AND PRICING POLICIES 

Market structures: Types of competition, features of perfect competition, monopoly- monopolistic 

competition. Price-Output determination under perfect competition and monopoly - Methods of 
Pricing-cost plus pricing, marginal cost, limit pricing, skimming pricing, bundling pricing, sealed bid 

pricing and peak load pricing. 
 

UNIT V: BUSINESS ORGANISATIONS AND NEW ECONOMIC ENVIRONMENT 

Characteristic features of business, features and evaluation of sole proprietorship, partnership, Joint 

Stock Company, public enterprises and their types, changing business environment in post-
liberalization scenario.  
 

UNIT VI: CAPITAL AND CAPITAL BUDGETING 
Capital and its significance, types of capital, estimation of fixed and working capital requirements, 

methods and sources of raising finance. 

Nature and scope of capital budgeting, features of capital budgeting proposal, methods of capital 

budgeting – payback method, accounting rate of return (ARR) and Net present value method (Simple 
problems). 
 

UNIT VII: INTRODUCTION TO FINANCIAL ACCOUNTING 

Double-Entry Book Keeping, Journal, Ledger, Trial Balance- Final Accounts (Trading Account, 

Profit and Loss Account and Balance Sheet with simple adjustments). 
 

UNIT VIII: FINANCIAL ANALYSIS THROUGH RATIOS 

Computation, Analysis and Interpretation of financial statements through Liquidity Ratios (Current 

and Quick ratio), Activity ratios (Inventory Turnover Ratio and Debtor Turnover Ratio), Capital 
Structure Ratios (Debt- Equity Ratio, Interest Coverage Ratio) and Profitability ratios (Gross Profit 

Ratio, Net Profit Ratio, Operating Ratio, P/E Ratios and EPS), Du Pont Chart. 
 

TEXT BOOKS: 
1. Aryasri: Managerial Economics and Financial Analysis, 4/e, TMH, 2009. 

2. Varshney & Maheswari: Managerial Economics, Sultan Chand, 2009. 
 

REFERENCES 

1. Premchand Babu, Madan Mohan:Financial Accounting and Analysis,Himalaya, 2009  
2. S.A. Siddiqui and A.S. Siddiqui: Managerial Economics and Financial Analysis, New Age 

International,. 2009. 

3. Joseph G. Nellis and David Parker:  Principles of Business Economics, Pearson, 2/e, New Delhi. 

4. Domnick Salvatore: Managerial Economics in a Global Economy, Cengage, 2009. 
5. H.L.Ahuja: Managerial Economics, S.Chand, 3/e, 2009 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 

(9A05703) GRID AND CLUSTER COMPUTING 

(ELECTIVE – I) 

UNIT I 

Introduction: The different forms of computing, The strengths and weaknesses of Distributed 

computing, Operating system concepts relevant to distributed computing, the architecture of 
distributed applications. Paradigms for Distributed Applications, choosing a Paradigm for an 

application (trade-offs). 

 

UNIT II 

Parallel computing overview, parallel programming models and Paradigms.  

 

UNIT III 

Cluster computing: Introduction, Cluster Architecture, Applications of Clusters.  

 

UNIT IV 
Grid Computing: Introduction, Grid Computing Anatomy – Architecture, Architecture and 

relationship to other Distributed Technologies, Grid computing road map. 

 

UNIT V 

Merging the Grid services Architecture with the Web Services Architecture. 

 

UNIT VI 

Open Grid Service Architecture: Introduction, Architecture and Goal, Sample Use cases: Commercial 

Data Center, National Fusion Collaboratory, Online Media and Entertainment. OGSA platform 

Components, Open Grid Services Infrastructure. 
 

UNIT VII 

Globus GT3 Toolkit: Architecture,  Programming Model. 
 

UNIT VIII 

A sample implementation, High Level services, OGSI.NET Middleware Solutions. 

 

TEXT BOOKS: 

1. Distributed Computing, Principles and Applications, M.L.Liu, Pearson Education, 2004. 

2. High Performance Cluster Computing, Rajkumar Buyya, Pearson education. 
3. Grid Computing, Joshy, Joseph and Craig Fellenstein, Pearson education, 2004. 

 

REFERENCES: 
1. Grid Computing: Making the global infrastructure a reality, Fran Berman, Geoffrey C Fox, 

Anthony J G Hey, Wiley India, 2010. 

2. A Networking Approach to Grid Computing, D.Minoli, Wiley & sons, 2006. 

3. Grid Computing: A Practical Guide to Technology and Applications, A.Abbas, Firewall Media, 
2008. 

 

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05704) ADVANCED COMPUTER ARCHITECTURE 

(ELECTIVE – I) 

UNIT I 
Parallel Computer Models: The state of computing-Multiprocessors and Multi computers- Multivector 

and SIMD Computers, PRAM and VLSI Models, Architectural Development tracks. Program and 

Networks Properties: Conditions of Parallelism, Program Partitioning and Scheduling, Program Flow 
Mechanisms, System Interconnect Architectures. 

 

 



UNIT II 

Principles of Scalable Performance: Performance Metrics and Measures, Parallel Processing 

Applications, Speedup Performance Laws, Scalability Analysis and Approaches. Processors and 
Memory Hierarchy: Advanced Processor Technology, Superscalar and Vector Processors, Memory 

Hierarchy Technology. 

 

UNIT III 
Bus, Cache and Shared Memory: Bus Systems, Cache Memory Organizations, Shared-Memory 

Organizations. Pipelining and Super Scalar Techniques: Linear Pipeline Processors, Nonlinear 

Pipeline Processors, Instruction Pipeline Design, Arithmetic Pipeline Design. 

 

UNIT IV 

Multiprocessors and Multicomputer: Multiprocessor System Interconnects Cache Coherence and 
Synchronization Mechanisms, Three Generations of Multicomputers, Message-Passing Mechanisms. 

 

UNIT V 

Multivector and SIMD Computers: Vector Processing Principles, Multivector MultiProcessors, 
Compound Vector Processing, SIMD Computer Organizations, The Connection Machine CM-5. 

 

UNIT VI 
Scalable, Multithreaded, and Dataflow Architectures: Latency, Hiding Techniques, Principles of 

Multithreading, Fine-Grain Multicomputers, Scalable and Multithreaded Architectures, Dataflow and 

Hybrid Architectures. 
 

UNIT VII 

Instruction Level Parallelism:  Introduction, Basic Design Issues, Problem Definition, Model of a 

Typical Processor, Operand Forwarding, Reorder Buffer, Register Renaming-Tomasulo’s. Algorithm, 
Branch Prediction, Limitations in Exploiting Instruction Level Parallelism, Thread Level Parallelism. 

 

UNIT VIII 
Trends in Parallel Systems: Brief Overview of Technology, Forms of Parallelism, Case Studies. 

 

TEXT BOOKS: 
1. Advanced Computer Architecture- by Kai Hwang and Jotwani, Second Edition, McGraw-Hill 

Publications. 

 

REFERENCES: 
1. Advanced Computer Architecture, D.Sima, T.Fountain, P.Kacsuk, Pearson Education. 

2. Computer Architecture A quantitative approach Third Edition John L.Hennessy and David A. 

Patterson, Morgan Kufmann (An Imprint of Elsevier). 
3. Computer Architecture and Parallel Processing by Hwang and Briggs. 

 

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05705) SOFTWARE ARCHITECTURE 

(ELECTIVE – I) 
 

UNIT I  

Introduction To Software Architecture: An Engineering Discipline for Software, Status of S/W Arch. 
Architecture Business Cycle, Where do Architectures Come from. Software Processes and the 

Architecture Business Cycle, Features of Good Architecture. 

 

UNIT II 

Architecture Styles: Pipes and Filters, Data Abstraction and Object Oriented organization, Even-based 

Implicit Invocation, Layered Systems, Registers, Interpreters, Process Control, Other Familiar 
Architectures, Heterogeneous Architectures. 

 

 



UNIT III  
Shared Information Systems: Database Integration, Interpretation in Software Development 

Environments, Architectural Structures for Shared Information Systems. 
 

UNIT IV 

Architectural Design Guidance: Guidance for User Interface Architectures, Case Study in Inter 

Operability: World Wide Web.  

 

UNIT V 

Pattern Types: Architectural Patterns, Structural Patterns, Patterns for Distribution, Patterns for 
Interactive Systems. 

. 

UNIT VI 
Formal Models and Specifications: Finalizing the Architectural of a Specific System, Architectural 

Style. Architectural Design Space, Case Study of an Industry Standard Computing. Infrastructure: 

CORBA 

 

UNIT VII 

Architectural Description Languages: ADL’s today, capturing Architectural Information in an ADL, 

Application of ADL’s in system Development, Choosing an ADL, Example of ADL. 
 

UNIT VIII  
Reusing Architectural Assets within an Organization: Creating Products and Evaluating a Product 
Line, Organizational Implications of a Product Line, Component Based Systems. Software 

Architectures in Figure: Legacy Systems. Achieving an Architecture, from Architecture to System. 

 

TEXT BOOKS: 
1. S/W Arch. Perspective: on an Emerging Discipline, Mary Show, David Garlan, 1996, PHI. 

2. Software Architecture in Practice, Len Bass, Paul Elements, Rick Kazman, 1998, PEA. 

 

REFERENCES: 

1. Measuring the Software Process: A Practical Guide to Functional Measure, Garmus, Herros, 

1996, PHI. 

2. Meas. Software Process: Stat. Proce. Cont. for Software process Improvemnts, Florac, Carleton, 
1999, PEA. 

3. Introduction to Team Software Process, W.Humphery, 2002, PEA. 

4. Software Design: Methods and Techniques, Peters, 1981, Yourdon. 
5. Pattern Oriented Software Architecture, Buschmann, 1996, Wiley. 

6. Design Patterns, Gamma et al, 1995, PEA. 

7. An Introduction to Software Architecture, Gamma, Shaw, 1995, World Scientific. 
8. Software Architecture, Shaw, gamma, 1996, PHI. 

 

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05706) DATA WAREHOUSING and DATA MINING 

UNIT I 

Introduction: Fundamentals of data mining, Data Mining Functionalities, Classification of Data 
Mining systems, Data Mining Task Primitives, Integration of a Data Mining System with a Database 

or a Data Warehouse System, Major issues in Data Mining. Data Preprocessing: Need for 

Preprocessing the Data, Data Cleaning, Data Integration and Transformation, Data Reduction, 
Discretization and Concept Hierarchy Generation.  

 

UNIT II 

Data Warehouse and OLAP Technology for Data Mining: Data Warehouse, Multidimensional Data 
Model, Data Warehouse Architecture, Data Warehouse Implementation, Further Development of Data 

Cube Technology, From Data Warehousing to Data Mining. Data Cube Computation and Data 



Generalization: Efficient Methods for Data Cube Computation, Further Development of Data Cube 

and OLAP Technology, Attribute-Oriented Induction. 

 

UNIT III 

Mining Frequent Patterns, Associations and Correlations: Basic Concepts, Efficient and Scalable 

Frequent Itemset Mining Methods, Mining various kinds of Association Rules, From Association 

Mining to Correlation Analysis, Constraint-Based Association Mining 

 

UNIT IV 

Classification and Prediction: Issues Regarding Classification and Prediction, Classification by 
Decision Tree Induction, Bayesian Classification, Rule-Based  Classification, Classification by 

Backpropagation, Support Vector Machines, Associative Classification, Lazy Learners, Other 

Classification Methods, Prediction, Accuracy and Error measures, Evaluating the accuracy of a 
Classifier or a Predictor, Ensemble Methods  

UNIT V 

Cluster Analysis Introduction :Types of Data in Cluster Analysis, A Categorization of Major 

Clustering Methods, Partitioning Methods, Hierarchical Methods, Density-Based Methods, Grid-
Based Methods, Model-Based Clustering Methods, Clustering High-Dimensional Data, Constraint-

Based Cluster Analysis, Outlier Analysis. 

 

UNIT VI 

Mining Streams, Time Series and Sequence Data: Mining Data Streams, Mining Time-Series Data, 

Mining Sequence Patterns in Transactional Databases, Mining Sequence Patterns in Biological Data, 
Graph Mining, Social Network Analysis and Multirelational Data Mining. 

 

UNIT VII 

Mining Object, Spatial, Multimedia, Text and Web Data: Multidimensional Analysis and Descriptive 
Mining of Complex Data Objects, Spatial Data Mining, Multimedia Data Mining, Text Mining, 

Mining the World Wide Web. 

 

UNIT VIII 

Applications and Trends in Data Mining:  Data Mining Applications, Data Mining System Products 

and Research Prototypes, Additional Themes on Data Mining and Social Impacts of Data Mining. 

  
TEXT BOOKS: 

1. Data Mining: Concepts and Techniques, Jiawei Han and Micheline Kamber, Morgan Kaufmann 

Publishers, Elsevier, Second Edition, 2006. 
2. Introduction to Data Mining – Pang-Ning Tan, Michael Steinbach and Vipin Kumar, Pearson 

Education. 

 
REFERENCES: 

1. Data Mining Techniques, Arun  K Pujari, Second Edition, Universities Press. 

2. Data Warehousing in the Real World, Sam Aanhory & Dennis Murray Pearson EdnAsia. 

3. Insight into Data Mining, K.P.Soman, S.Diwakar,V.Ajay, PHI,2008. 
4. Data Warehousing Fundamentals, Paulraj Ponnaiah Wiley Student Edition 

5. The Data Warehouse Life cycle Tool kit, Ralph Kimball Wiley Student edition 

6. Building the Data Warehouse by William H Inmon, John Wiley & Sons Inc, 2005. 
7. Data Mining Introductory and advanced topics, Margaret H Dunham, Pearson Education 

8.    Data Mining, V.Pudi and P.Radha Krishna, Oxford University Press. 

9.    Data Mining: Methods and Techniques, A.B.M Shawkat Ali and S.A.Wasimi, Cengage Learning. 
     10.    Data Warehouse 2.0, The Architecture for the next generation of Data Warehousing, W.H.Inmon, 

D.Strauss, G.Neushloss, Elsevier, Distributed by SPD.  

 

 

 

 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05707) SOFTWARE PROJECT MANAGEMENT 

(Common to CSE, IT) 

(ELECTIVE – II) 

UNIT I  
Convetional Software Management: The Waterfall Model, Conventional software Management 
Performance. Evolution of Software Economics: Software Economics, Pragmatic Software Cost 

Estimation. 

 

UNIT II  
Improving Software Economics: Reducing Software Product Size, Improving software Processes, 

Improving Team Effectiveness, Improving Automation, Achieving Required Quality, Peer 

Inspections. 
 

UNIT III 

Conventional and Modern Software Management: Principles of Conventional Software Engineering, 
Principles of Modern Software Management, Transitioning to an Iterative Process. Life Cycle Phases: 

Engineering and Production Stages, Inception. Elaboration, Construction, Transition Phases. 

 

UNIT IV 
Artifacts of The Process: The Artifact Sets. Management Artifacts, Engineering Artifacts, 

Programmatic Artifacts. Model Based Software Architectures: A Management Perspective and 

Technical Perspective. 
 

UNIT V 

Flows of The Process: Software Process Workflows. Inter Trans Workflows. Checkpoints of the 
Process : Major Mile Stones, Minor Milestones, Periodic Status Assessments. Interactive Process 

Planning: Work Breakdown Structures, Planning Guidelines, Cost and Schedule Estimating. 

Interaction Planning Process. Pragmatic Planning. 

 

UNIT VI  
Project Organizations and Responsibilities: Line-of-Business Organizations, Project Organizations, 

and Evolution of Organizations. Process Automation: Automation Building Blocks, The Project 
Environment. 

 

UNIT VII 
Project Control and Process Instrumention: Server Care Metrics, Management Indicators, Quality 

Indicators, Life Cycle Expectations Pragmatic Software Metrics, Metrics Automation. Tailoring the 

process:  Process Discriminates, Example.   

 

UNIT VIII  
Modern Project Profiles Next Generation Software economics, Modern Process Transitions. Case 

Study: The Command Center Processing and Display System –Replacement (CCPDS-R) 
 

TEXT BOOKS: 

1. Software Project Management, Walker Rayce, 1998, PEA. 

2. Software Project Management, Henrey, Pearson. 
 

REFERENCES: 

1. Software Engineering Project Management, Richard H. Thayer, 1997, IEEE Computer Society. 
2. Software Engineering and Management, Shere K. D, 1998, PHI. 

3. Software Project Management: A Concise Study, S. A. Kelkar, PHI. 

4. Software Project Management, Second Edition, Hughes Cotterell, TMH. 
5. Software Project Management from Concept to Development, Kaeron Conway, Dream Tech.  

 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05708) NETWORK MANAGEMENT SYSTEMS 

(Common to CSE, CSSE, IT) 

(ELECTIVE – II) 

UNIT I 

Data Communications and Network Management Overview: Analogy of Telephone Network 

Management, Communications Protocols and Standards, Case Histories on Networking and 
Management, Network Management Functions, Network and System Management. 

 

UNIT II 
Basic Foundations: Standards, Models, and Language, Network Management Standards, Network 

Management Models, Organization Model, Information Model, Communication Model, Functional 

Model, Network Management Applications, Abstract Syntax Notation One: ASN.1, Encoding 

Structure. 
 

UNIT III 

SNMPv1 Network Management: History of SNMP Management, Internet Organizations and 
Standards, SNMP Model, Organization and Information Models, Communication and Functional 

Models. 

 

UNIT IV 

SNMP Management: SNMPv2, Major Changes in SNMPv2, SNMPv2 System Architecture, SNMPv2 

Structure of Management Information, SNMPv2 Management Information Base,  SNMPv2 Protocol. 

 

UNIT V 

SNMP Management: SNMPv3, SNMPv3 Key Features, SNMPv3 Documentation Architecture, 

SNMPv3 Applications, SNMPv3 Management Information Base, SNMPv3 User-based Security 
Model, Access Control. 

 

 

UNIT VI 

SNMP Management: RMON, Remote Monitoring, RMON SMI and MIB, RMON1, RMON2, A Case 

Study on Internet Traffic. 

 

UNIT VII 

Some Current Network Management Topics: Web-Based Management, XML-Based Network 

Management. 

 

UNIT VIII 

Additional topics in Networks Management, Distributed Network Management, Reliable and Fault 

Tolerant Network Management. 
 

TEXT BOOKS:  
1. Network Management – Principles and Practice, Mani Subramanian, Addison- Wesley Pub Co, 

First Edition, 2000. 

2. SNMP, SNMPv2, SNMPv3, AND RMON 1 and 2, William Stallings, Addison- Wesley, Third 

Edition, 1999. 

 

REFERENCES: 

1.    Practical Guide to SNMPv3 and Network Management, David Zeltserman, PHI. 

2.    Network Security and Management, Second Edition, Brijendra Singh, PHI. 
3.    Network management, Morris, Pearson Education. 

4.    Principles of Network System Administration, Mark Burges, Wiley Dreamtech. 

5.    Distributed Network Management, Paul, John Wiley. 
 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05709) INFORMATION SECURITY 

(Common to CSE, CSSE) 

(ELECTIVE –II) 

UNIT I 

Is There A Security Problem In Computing: What Does Security Mean?, Attacks, The Meaning Of 

Computer Security, Computer Criminals, Methods of Defense, Terminology and Background, 

Substitution Ciphers, Transpositions(Permutations), Making good Encryption Algorithm, The Data 
Encryption Standard. 

     

UNIT II 
Program Security: Secure Programs, NonMalicious Program Errors, Viruses and Other Malicious Code, 

Targeted Malicious Code. 

    

UNIT III  

Public-Key Cryptography and RSA, Key Management, Other public key Cryptosystems, Message 

Authentication and Hash Functions: Authentication Requirements, Authentication Functions, Message 

Authentication Codes, Hash Functions, Security Hash Functions and MACs 
Hash and MAC Algorithms: Secure Hash Algorithm, Whirlpool. 

     

UNIT IV  
Digital Signatures and Authentication Protocols: Digital Signatures, Authentication Protocols. 

     

UNIT V 
Authentication Applications: Kerberos, Electronic Mail Security: Pretty Good Privacy, S/MIME. 

     

UNIT VI 

IP Security: IP Security Overview, IP Security Architecture, Authentication Header, Encapsulating 
Security Payload, Combing Security Associations, Key Management. 

UNIT VII 
Web Security: Web Security Considerations, Secure Socket Layer and Transport Layer Security, Secure 
Electronic Transaction. 

 

UNIT VIII 

Intruders: Intruders, Intrusion Detection, Password Management, Firewalls: Firewall Design and 
Principles, Trusted Systems. 

 

TEXT BOOKS: 
1. Security in Computing, Charles P. Pfleeger, Shari Lawrence Pfleeger, Deven Shah, Pearson 

Education. 

2. Cryptography and Network Security: William Stallings 4e, Pearson Education. 

 

REFERENCES: 

1. Information Security, Markow, Breithaupt, Pearson Education. 

2. Principles and Practices of Information Security, Michal E. Whitman and Herbert  J. Mattord, 
Cengage Learning. 

3. Network Security Essentials (Applications and Standards) by William Stallings Pearson Education. 

4. Hack Proofing your network by Ryan Russell, Dan Kaminsky, Rain Forest Puppy, Joe Grand, David 
Ahmad, Hal Flynn Ido Dubrawsky, Steve W.Manzuik and Ryan Permeh, wiley Dreamtech. 

5. Fundamentals of Network Security by Eric Maiwald (Dreamtech press). 

6. Network Security - Private Communication in a Public World by Charlie Kaufman, Radia 
Perlman and Mike Speciner, Pearson/PHI. 

7. Principles of Information Security, Whitman, Thomson. 

8. Network Security: The complete reference, Robert Bragg, Mark Rhodes, TMH 

9. Introduction to Cryptography, Buchmann, Springer. 

 



JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR 

B.Tech. IV-I-Sem. (C.S.E) 
 

(9A05710) WEB TECHNOLOGIES  and DATA MINING LAB 

Objective : 
 To create a fully functional website with mvc architecture.  To Develop  an online Book store 

using we can sell books (Ex  amazon .com). 

 

Hardware and Software required : 
1. A working computer system with either Windows or Linux 

2. A web browser either IE or firefox 

3. Apache web server or IIS Webserver 
4. XML editor like Altova Xml-spy [www.Altova.com/XMLSpy – free ] , Stylusstudio , etc., 

5. A database either Mysql or Oracle 

6. JVM(Java virtual machine) must be installed on your system 

7. BDK(Bean development kit) must be also be installed 
Week-1: 

 

Design the following static web pages required for an online book store web site. 
1) HOME PAGE: 

The static home page must contain three frames. 

Top frame   : Logo and the college name and links to Home page, Login page, Registration page, 
Catalogue page and Cart page (the description of these pages will be given below). 

Left frame   : At least four links for navigation, which will display the catalogue of respective links. 

For e.g.: When you click the link “CSE” the catalogue for CSE Books should be displayed in the 

Right frame. 
Right frame: The pages to the links in the left frame must be loaded here. Initially this page contains 

description of the web site. 

 
 

 

  Logo 

                                   Web Site Name            

 

Home Login Registration Catalogue Cart 

 
CSE 

ECE 

EEE 
CIVIL 

 

 

 

 
                                              

                         Description of the Web Site 

 
 

 

 

 
Fig 1.1 

 

2) LOGIN PAGE: 
 

  This page looks like below: 

 

  Logo 

                                    Web Site Name            

 

Home Login Registration Catalogue Cart 



 

CSE 

ECE 
EEE 

CIVIL 

 

 
 

 

                                              

                              Login :  
                              Password: 

 

 

3) CATOLOGUE PAGE: 
The catalogue page should contain the details of all the books available in the web site in a table. 

The details should contain the following: 

 

1. Snap shot of Cover Page. 
2. Author Name. 

3. Publisher. 

4. Price. 
5. Add to cart button. 

 

 

  Logo 

                                       Web Site Name            

 

Home Login Registration Catalogue Cart 

 

CSE 

 
ECE 

 

EEE 

 
CIVIL 

 

 
 

    

 
                                            

 

Book :  XML Bible 

Author : Winston 
Publication : Wiely 

 

 

$ 40.5 

 

 

 

 

 

Book :  AI 
Author : S.Russel 

Publication : 

Princeton hall 

 

$ 63 
 

 

 

 

 
Book : Java 2 

Author : Watson 

Publication : BPB 
publications 

 
$ 35.5 

 

 

 

 

 

Book :  HTML in 
24 hours 

Author : Sam Peter 

Publication : Sam 

publication 

 

$ 50 

 

 

 

Note: Week 2 contains the remaining pages and their description. 

 
Week-2:   

4) CART PAGE: 

The cart page contains the details about the books which are added to the cart. 

 
The cart page should look like this: 

 

  Logo 

                                Web Site Name            

 

 
 

Submit Reset 



Home Login Registration Catalogue Cart 

 

CSE 

ECE 
EEE 

CIVIL 

 
 

 

 

Book name       Price                Quantity        Amount                                              

 
Java 2                $35.5                     2                     $70 

XML bible        $40.5                     1                     $40.5 

 
                                      Total amount   -             $130.5    

 

5) REGISTRATION PAGE: 

 
Create a “registration form “with the following fields  

 

1) Name (Text field)  
2) Password (password field) 

3) E-mail id (text field) 

4) Phone number (text field) 

5) Sex (radio button) 
6) Date of birth (3 select boxes) 

7) Languages known (check boxes – English, Telugu, Hindi, Tamil) 

8) Address (text area) 
 

WEEK 3: 

  

VALIDATION: 

Write JavaScript to validate the following fields of the above registration page. 

 

1. Name (Name should contains alphabets and the length should not be less than 6 characters). 
2. Password (Password should not be less than 6 characters length). 

3. E-mail id (should not contain any invalid and must follow the standard pattern 

name@domain.com) 
4.    Phone number (Phone number should contain 10 digits only). 

 

Note : You can also validate the login page with these parameters. 

 
Week-4: 

 

Design a web page using CSS (Cascading Style Sheets) which includes the following: 
1) Use different font, styles: 

In the style definition you define how each selector should work (font, color etc.). Then, in the body 

of your pages, you refer to these selectors to activate the styles. 
 

For example: 

 <HTML> 

<HEAD> 

<style type="text/css"> 
B.headline {color:red, font-size:22px, font-family:arial, text-

decoration:underline} 

</style> 
 

</HEAD> 

 
<BODY> 

<b>This is normal bold</b><br> 

 

mailto:name@domain.com


Selector {cursor:value} 
 

For example: 

 
<html> 

<head> 

<style type="text/css"> 
.xlink {cursor:crosshair} 

.hlink{cursor:help} 

</style> 

</head> 
 

<body> 

<b> 
<a href="mypage.htm" class="xlink">CROSS LINK</a> 

<br> 

<a href="mypage.htm" class="hlink">HELP LINK</a> 

</b> 
</body> 

</html> 

 
<b class="headline">This is headline style bold</b> 

</BODY> 

 
</HTML> 

 

 

2) Set a background image for both the page and single elements on the page. You can define the 
background image for the page like this: 

 

 BODY {background-image:url(myimage.gif),}  

 

 

 

 
3) Control the repetition of the image with the background-repeat property. As background-repeat: 

repeat Tiles the image until the entire page is filled, just like an ordinary background image in plain 

HTML. 

4) Define styles for links as  
  A:link 

  A:visited 

  A:active 
  A:hover 

Example: 

  <style type="text/css"> 
  A:link {text-decoration: none} 

  A:visited {text-decoration: none} 

  A:active {text-decoration: none} 

  A:hover {text-decoration: underline, color: red,} 
  </style> 

5) Work with layers: 

For example: 
LAYER 1 ON TOP: 

<div style="position:relative, font-size:50px, z-index:2,">LAYER 1</div> <div 

style="position:relative, top:-50, left:5, color:red, font-size:80px, z-     



index:1">LAYER 2</div> 

 

LAYER 2 ON TOP: 
<div style="position:relative, font-size:50px, z-index:3,">LAYER 1</div> <div 

style="position:relative, top:-50, left:5, color:red, font-size:80px, z-     

index:4">LAYER 2</div> 

 
6) Add a customized cursor: 

   Selector {cursor:value} 

   For example: 

 <html> 
<head> 

<style type="text/css"> 

.xlink {cursor:crosshair} 

.hlink{cursor:help} 

</style> 

</head> 

 
<body> 

<b> 

<a href="mypage.htm" class="xlink">CROSS LINK</a> 
<br> 

<a href="mypage.htm" class="hlink">HELP LINK</a> 

</b> 
</body> 

</html> 

 

 

 

 

 

 
Week-5: 

 

Write an XML file which will display the Book information which includes the following:  
 1) Title of the book 

 2) Author Name 

 3) ISBN number 

 4) Publisher name 
 5) Edition 

 6) Price 

Write a Document Type Definition (DTD) to validate the above XML file. 
Display the XML file as follows. 

The contents should be displayed in a table. The header of the table should be in color GREY. And 

the Author names column should be displayed in one color and should be capitalized and in bold. Use 

your own colors for remaining columns. 
Use XML schemas XSL and CSS for the above purpose. 

Note: Give at least for 4 books. It should be valid syntactically. 

Hint: You can use some xml editors like XML-spy 
 

Week-6: 

VISUAL BEANS: 
Create a simple visual bean with a area filled with a color. 

The shape of the area depends on the property shape. If it is set to true then the shape of the area is 

Square and it is Circle, if it is false. 

The color of the area should be changed dynamically for every mouse click. The color should also be 
changed if we change the color in the “property window “. 



 

Week-7: 

  
1) Install  IIS web server and APACHE. 

While installation assign port number 4040 to IIS and 8080 to APACHE. Make sure that these 

ports are available i.e., no other process is using this port. 

2) Access the above developed static web pages for books web site, using these servers by putting 
the web pages developed in week-1 and week-2 in the document root. 

Access  the pages by using  the urls : http://localhost:4040/rama/books.html (for tomcat) 

http://localhost:8080/books.html  (for Apache) 

Week-8: 

 

User Authentication :  
Assume four users user1,user2,user3 and user4 having the passwords pwd1,pwd2,pwd3 and pwd4 

respectively.  Write a PHP for doing the following. 

1. Create a Cookie and add  these four user id’s and passwords to this Cookie.  

2. Read the user id and passwords  entered  in the Login form (week1)   and authenticate with the 
values (user id  and passwords ) available in the cookies. 

If he is a valid user(i.e., user-name and password match) you should welcome him by name(user-

name) else you should display “ You are not an authenticated user ’’.  
Use init-parameters to do this.  

 

Week-9: 
Install a database(Mysql or Oracle). 

Create a table which should contain at least the following fields: name, password, email-id, phone 

number(these should hold the data from the registration form). 

   
Write a PHP program   to connect to that database and extract data from the tables and display them. 

Experiment with various SQL queries. 

Insert the details of the users who register with the web site, whenever a new user clicks the submit 
button in the registration page (week2). 

Week-10: 

Write a PHP  which does the following job:  

Insert the details of the 3 or 4 users who register with the web site (week9) by using registration form. 
Authenticate the user when he submits the login form using the user name and password from   the 

database ( similar to week8 instead of  cookies). 

 

Week-11:  

Create tables in the database which contain the details of  items (books in our case like  Book name , 

Price, Quantity,  Amount ) of each category. Modify your catalogue page (week 2)in such a way that 
you should connect to the database and extract data from the tables and display them in the catalogue 

page using PHP 

  

Week-12: 
HTTP  is a stateless protocol. Session is required to maintain the state.  

The user may add some items to cart from the catalog page. He can check the cart page for the 

selected items. He may visit the catalogue again and select some more items. Here our interest is the 
selected items should be added to the old cart rather than a new cart. Multiple users can do the same 

thing at a time(i.e., from different systems in the LAN using the ip-address instead of localhost). This 

can be achieved through the use of sessions. Every user will have his own session which will be 
created after his successful login to the website. When the user logs out his session should get 

invalidated (by using the method session.invalidate() ). 

Modify your catalogue and cart PHP pages to achieve the above mentioned functionality using 

sessions. 

 

 

 

http://localhost:4040/rama/books.html
http://localhost:8080/books.html


Data Mining  

 

Credit Risk Assessment 

Description: The business of banks is making loans. Assessing the credit worthiness of an applicant 
is of crucial importance. You have to develop a system to help a loan officer decide whether the credit 

of a customer is good, or bad. A bank's business rules regarding loans must consider two opposing 

factors. On the one hand, a bank wants to make as many loans as possible. Interest on these loans is 

the banks profit source. On the other hand, a bank cannot afford to make too many bad loans. Too 
many bad loans could lead to the collapse of the bank. The bank's loan policy must involve a 

compromise: not too strict, and not too lenient. 

To do the assignment, you first and foremost need some knowledge about the world of credit. You 

can acquire such knowledge in a number of ways. 
1. Knowledge Engineering. Find a loan officer who is willing to talk.  Interview her and try to 

represent her knowledge in the form of production rules.  

2. Books. Find some training manuals for loan officers or perhaps a suitable textbook on finance. 

Translate this knowledge from text form to production rule form.  
3. Common sense. Imagine yourself as a loan officer and make up reasonable rules which can be used 

to judge the credit worthiness of a loan applicant.  

4. Case histories. Find records of actual cases where competent loan officers correctly judged when, 

and when not to, approve a loan application.  

The German Credit Data: 

Actual historical credit data is not always easy to come by because of confidentiality rules. Here is 

one such dataset, consisting of 1000 actual cases collected in Germany. credit dataset (original) Excel 
spreadsheet version of the German credit data (Down load from web). 

In spite of the fact that the data is German, you should probably make use of it for this assignment. 

(Unless you really can consult a real loan officer !) 

A few notes on the German dataset 

• DM stands for Deutsche Mark, the unit of currency, worth about 90 cents Canadian (but looks and 
acts like a quarter).  

• owns_telephone. German phone rates are much higher than in Canada so fewer people own 

telephones.  
• foreign_worker. There are millions of these in Germany (many from Turrkey). It is very hard to get 

German citizenship if you were not born of German parents.  

• There are 20 attributes used in judging a loan applicant. The goal is the classify the applicant into 

one of two categories, good or bad. 

Subtasks : (Turn in your answers to the following tasks)  

1.    List all the categorical (or nominal) attributes and the real-valued attributes seperately.  

2.    What attributes do you think might be crucial in making the credit assessement ? Come up with 

some simple rules in plain English using your selected attributes.  

3.    One type of model that you can create is a Decision Tree - train a Decision Tree using the 

complete dataset as the training data. Report the model obtained after training.  

4.    Suppose you use your above model trained on the complete dataset, and classify credit good/bad 

for each of the examples in the dataset. What % of examples can you classify correctly ? (This is 

also called testing on the training set) Why do you think you cannot get 100 % training accuracy ?  

5.    Is testing on the training set as you did above a good idea ? Why orWhy not ?  

../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/Word/ML_MSIT/projects/datasets/credit-g.arff
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/Word/ML_MSIT/projects/datasets/credit-g2.xls


6.    One approach for solving the problem encountered in the previous question is using cross 

validation ? Describe what is cross-validation briefly. Train a Decistion Tree again using cross-

validation and report your results. Does your accuracy increase/decrease ? Why ? (10 marks)  

7.   Check to see if the data shows a bias against "foreign workers" (attribute 20),or "personal-status" 
(attribute 9). One way to do this (perhaps rather simple minded) is to remove these attributes from 

the dataset and see if the decision tree created in those cases is significantly different from the full 

dataset case which you have already done. To remove an attribute you can use the preprocess tab 

in Weka's GUI Explorer. Did removing these attributes have any significant effect? Discuss.  

8.   Another question might be, do you really need to input so many attributes to get good results? 
Maybe only a few would do. For example, you could try just having attributes 2, 3, 5, 7, 10, 17 

(and 21, the class attribute (naturally)). Try out some combinations. (You had removed two 

attributes in problem 7. Remember to reload the arff data file to get all the attributes initially 

before you start selecting the ones you want.)  

9.   Sometimes, the cost of rejecting an applicant who actually has a good credit (case 1) might be 

higher than accepting an applicant who has bad credit (case 2). Instead of counting the 

misclassifcations equally in both cases, give a higher cost to the first case (say cost 5) and lower 

cost to the second case. You can do this by using a cost matrix in Weka. Train your Decision Tree 
again and report the Decision Tree and cross-validation results. Are they significantly different 

from results obtained in problem 6 (using equal cost)?  

10.  Do you think it is a good idea to prefer simple decision trees instead of having long complex 

decision trees ? How does the complexity of a Decision Tree relate to the bias of the model ?  

11.  You can make your Decision Trees simpler by pruning the nodes. One approach is to use 
Reduced Error Pruning - Explain this idea briefly. Try reduced error pruning for training your 

Decision Trees using cross-validation (you can do this in Weka) and report the Decision Tree you 

obtain ? Also, report your accuracy using the pruned model. Does your accuracy increase ?  

12.  (Extra Credit): How can you convert a Decision Trees into "if-then-else rules". Make up your 

own small Decision Tree consisting of 2-3 levels and convert it into a set of rules. There also exist 
different classifiers that output the model in the form of rules - one such classifier in Weka is 

rules.PART, train this model and report the set of rules obtained. Sometimes just one attribute can 

be good enough in making the decision, yes, just one ! Can you predict what attribute that might 
be in this dataset ? OneR classifier uses a single attribute to make decisions (it chooses the 

attribute based on minimum error). Report the rule obtained by training a one R classifier. Rank 

the performance of j48, PART and oneR.  

Task Resources: 

Andrew Moore's Data Mining Tutorials (See tutorials on Decision Trees and Cross Validation)  

 Decision Trees (Source: Tan, MSU) 

 Tom Mitchell's book slides (See slides on Concept Learning and Decision Trees)  
 Weka resources: 

o Introduction to Weka (html version) (download ppt version) 

o Download Weka 
o Weka Tutorial 

o ARFF format 

o Using Weka from command line 

 

 

 

../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www-2.cs.cmu.edu/_257Eawm/tutorials/default.htm
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/Word/ML_MSIT/resources/DecsionTrees.pdf
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www-2.cs.cmu.edu/_257Etom/mlbook-chapter-slides.html
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www.cs.waikato.ac.nz/_257Eml/weka/weka_presentation/weka.html
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/Word/ML_MSIT/projects/resources/weka.ppt
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www.cs.waikato.ac.nz/_257Eml/weka/default.htm
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/Word/ML_MSIT/resources/Tutorial.pdf
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www.cs.waikato.ac.nz/_257Eml/weka/arff.html
../../Administrator/Local%20Settings/Local%20Settings/administrator/Application%20Data/Microsoft/www.oefai.at/_257Ealexsee/WEKA/default.htm
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(9A05711) SOFTWARE TESTING and CASE TOOLS LAB 
 

Software Testing 

(Common to CSE, IT) 

1. Write programs in ‘C’ Language to demonstrate the working of the following constructs: 

i) do...while ii) while….do iii) if…else iv) switch v) for 

2. “A program written in ‘C’ language for Matrix Multiplication fails” Introspect the causes for its 

failure and write down the possible reasons for its failure. 
3. Take any system (e.g. ATM system) and study its system specifications and report the various 

bugs. 

4. Write the test cases for any known application (e.g. Banking application) 
5. Create a test plan document for any application (e.g. Library Management System) 

6. Study of any testing tool (e.g. Win runner) 

7. Study of any web testing tool (e.g. Selenium) 

8. Study of any bug tracking tool (e.g. Bugzilla, bugbit) 
9. Study of any test management tool (e.g. Test Director) 

10. Study of any open source-testing tool (e.g. Test Link) 

11. Take a mini project (e.g. University admission, Placement Portal) and execute it.  During the Life 
cycle of the mini project create the various testing documents* and final test report document. 

 

*Note: To create the various testing related documents refer to the text “Effective Software Testing 
Methodologies by William E. Perry” 

 

    Case Tools  

 Students are divided into batches of 5 each and each batch has to draw the following diagrams 
using UML for an ATM system whose description is given below. 

  

UML diagrams to be developed are: 
1. Use Case Diagram. 

2. Class Diagram. 

3. Sequence Diagram. 

4. Collaboration Diagram. 

5. State Diagram 

6. Activity Diagram. 

7. Component Diagram 

8. Deployment Diagram. 

9. Test Design. 

Description for an ATM System 

The software to be designed will control a simulated automated teller machine (ATM) having 
a magnetic stripe reader for reading an ATM card, a customer console (keyboard and display) for 

interaction with the customer, a slot for depositing envelopes, a dispenser for cash (in multiples of Rs. 

100, Rs. 500 and Rs. 1000), a printer for printing customer receipts, and a key-operated switch to 
allow an operator to start or stop the machine. The ATM will communicate with the bank's computer 

over an appropriate communication link. (The software on the latter is not part of the requirements for 

this problem.)  



The ATM will service one customer at a time. A customer will be required to insert an ATM 

card and enter a personal identification number (PIN) - both of which will be sent to the bank for 

validation as part of each transaction. The customer will then be able to perform one or more 
transactions. The card will be retained in the machine until the customer indicates that he/she desires 

no further transactions, at which point it will be returned - except as noted below.  

 

 
The ATM must be able to provide the following services to the customer:  

1. A customer must be able to make a cash withdrawal from any suitable account linked to the card, 

in multiples of Rs. 100 or Rs. 500 or Rs. 1000. Approval must be obtained from the bank before 

cash is dispensed.  

2. A customer must be able to make a deposit to any account linked to the card, consisting of cash 

and/or checks in an envelope. The customer will enter the amount of the deposit into the ATM, 

subject to manual verification when the envelope is removed from the machine by an operator. 

Approval must be obtained from the bank before physically accepting the envelope.  

3. A customer must be able to make a transfer of money between any two accounts linked to the 

card.  

4. A customer must be able to make a balance inquiry of any account linked to the card.  

5. A customer must be able to abort a transaction in progress by pressing the Cancel key instead of 

responding to a request from the machine.  

The ATM will communicate each transaction to the bank and obtain verification that it was 
allowed by the bank. Ordinarily, a transaction will be considered complete by the bank once it has 

been approved. In the case of a deposit, a second message will be sent to the bank indicating that the 

customer has deposited the envelope. (If the customer fails to deposit the envelope within the timeout 
period, or presses cancel instead, no second message will be sent to the bank and the deposit will not 

be credited to the customer.)  

If the bank determines that the customer's PIN is invalid, the customer will be required to re-

enter the PIN before a transaction can proceed. If the customer is unable to successfully enter the PIN 
after three tries, the card will be permanently retained by the machine, and the customer will have to 

contact the bank to get it back.  

If a transaction fails for any reason other than an invalid PIN, the ATM will display an 
explanation of the problem, and will then ask the customer whether he/she wants to do another 

transaction.  

The ATM will provide the customer with a printed receipt for each successful transaction  
The ATM will have a key-operated switch that will allow an operator to start and stop the 

servicing of customers. After turning the switch to the "on" position, the operator will be required to 

verify and enter the total cash on hand. The machine can only be turned off when it is not servicing a 

customer. When the switch is moved to the "off" position, the machine will shut down, so that the 
operator may remove deposit envelopes and reload the machine with cash, blank receipts, etc.  

 

 

 

 

 


